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Determining the optimal placement of sensors under a cost constraint is relevant to many fields of scientific research and industry. Indeed, such 
considerations are critical in evaluating global monitoring systems and characterizing spatio-temporal dynamics (e.g. the brain, ocean and 
atmospheric dynamics, power grid networks, fluid flows, etc).  For these applications, it is typical that only a limited number of measurements can 
be made of the system due to either prohibitive expense (i.e. either sensors are expensive, or they are expensive to place, or both) or the inability to 
place a sensor in a desired location (inaccessibility). Additionally, there are a number of high-level objectives for sensor placement, most of which 
are well studied.  Common objectives include classification, reconstruction, reduced-order modeling, and control. We develop a heuristic, greedy 
sampling strategy whereby the sensor placement optimization is formulated as a cost-constrained problem in a relaxed form.  We further introduce a 
parameter representing the balance between the quality of the reconstruction and the cost, and thus can evaluate a cost-error curve.  The simple 
algorithmic structure proposed provides an effective and scalable strategy for economical sensor placement for a wide range of scientific and 
engineering applications.  
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ABSTRACT

We developed new, smart sensor algorithms that are capable of maximizing information acquired

from a small (sparse) number of sensors. By optimal placement, three critical sensor tasks can be

enacted: (i) classification and/or categorical decision making about the data, (ii) reconstruction of

the full state-space, and (iii) in the case of dynamical data, an efficient prediction of the future state.

The work capitalizes on recent developments in compressive sensing and sparse representation by

partnering these innovations with reduced order modeling and machine learning techniques, thus

allowing for methods capable of accomplishing the above tasks with a minimal number of sensors.

The work has two primary thrusts. The first is to exploit an enhanced sparsity technique to learn

spatial sensor locations that optimally inform categorical decisions. Sensor locations may be learned

from full data sets, or importantly, from a random subsample. The second objective demonstrated

that sparse sampling can characterize and model complex, nonlinear dynamical systems over a range

of dynamical behaviors. By constructing nonlinear libraries of the dynamics, advantage can be taken

of the discrete empirical interpolation method that allows for the approximation of nonlinear terms

in a sparse, low-dimensional way. The selected sampling points are shown to be nearly optimal

sensing locations for characterizing the underlying dynamics, stability, and bifurcations of complex

systems, thus partnering with the first objective. The method facilitates a family of local reduced-

order models for each physical regime measured, thus allowing for an accurate reconstruction of

the full state of the system along with a low-dimensional, and accurate, prediction of its future

state, even under noisy measurements. In combination, the two primary objectives partner to offer

innovative methods for optimizing a limited budget of sensors for extracting maximal information.
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Contributions and innovations achieved during this proposal

In this proposal, we described a mathematical framework to exploit sparsity for classification,

reconstruction and forecasting in complex systems, i.e. we optimized sensor locations for extracting

meaningful information. The distinct contribution consists of optimally selecting, within a large set

of measurement locations, and under cost constraints, a smaller subset of key locations that serve to

perform these tasks. Our initial findings demonstrate that using a very few learned sensor locations

which respect the cost constraints performs comparably with using the full state measurements.

Further, our algorithms includes parameters to tune between the trade-offs between cost, fewer

sensors and accuracy.

The proposal had a number of key thrusts that provided critical engineering innovations:

• Sensor Cost: We developed an optimization framework that allows us to explicitly account

for a cost landscape for sensor placement. This requires a substantial reformulation of the

optimal sensor placement problem. Within this framework, one can also evaluate how to:

(i) evaluate a minimal sensor set for a given performance criteria, and (ii) explore the use

of dynamic sensors that are allowed to move in the spatio-temporal system along optimal

trajectories, again reducing the number of required sensors.

• Reduced Order Models (ROMs): We can also leverage the emerging power of dimen-

sionality reduction, specifically the proper orthogonal decomposition to reconstruct the full

state of the spatio-temporal system with only a small number of measurements in a small

rank dynamical system. The preliminary results on our sparsity enabled ROMs architecture

shows remarkable performance characteristics and has a modular framework which allows us

to expand its underlying architecture for improved performance gains as well as accounting

for potential cost constraints and forecasting.

• Model Discovery for Forecasting: The third thrust of this proposal will be to use the

limited sensors for the discovery of underlying dynamical models, both linear and nonlinear.

These models will serve as the basis for improved forecasting capabilities as the Kutz group has

pioneered the model discovery process from time series measurements acquired from sensors.

With streaming data and the results of Aim 1 and 2, this model discovery platform can serve

as a state-of-the-art global monitoring and forecasting system.

Overall, this work took an engineering perspective of probing complex systems with underlying

low-dimensional structure, with the explicit goal of performing some categorical decision about the

state of the system along with state reconstruction and forecasting. The optimally sparse spatial

sensors framework is particularly well suited for engineering applications, as an upfront investment

in the learning phase allows remarkably efficient performance for all subsequent queries. Integrated

together, the work has the potential to significantly upgrade the current state-of-the-art global

monitoring and forecasting systems.
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